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Abstract- The main topic discussed in this paper is how (o use
intelligence Tor bometric  decision delvezlication. A neural
trining mwdel is proposed and tested here s a possible solution
for dealing with natural Tuzzification that appears between the
intra- and inter-clss distributions of seores computed during
iris recognition tests, Tt is shown here that the vse of propaosed
neural network support leads te an improyvement in the artficial
perception of the separation between the intri- and inter-class
seare distributions by maving them away Trom each other,

I TR TROTAICTION

The relation between luzainess and intelligence 15 an open
problem these days. Fuzzy instruments are usually being used
o attempt intzlligent problem solving in conditions of incerti-
tude fimprecizion and thiz iz alzo the case discussed here. The
mam topic of this paper 15 how to use intel ligencs in order to
achieve bometne decsion deluzzfication. A neural trmning
model 15 proposed here a5 a possible solution for dealing with
natural fuzzification that appears between the intra- and the
inter-class  score  distributions  computed  during iz
recogmition tests, Are the sets of ins codes somehow separa-
ble in a neural perspective? Are the genuine and imposter
pairs two separable classes in some space? Is there a neural
network structure able to decrease the degree of confusion
between inter- and intra-clazs distributions of scores? It is
shown here that vsing neural-network support leads to an im-
provement i the artifical perception of the separation
between intra- and inter-class distributions of scores by
‘moving” the two score distributions away from each other.

Usugally in bometnic identification / werification, the
separation betwwen intra- and inter-class distnbutions of
seores 15 vague (Fig, 1in [3]). Even when working on an ideal
iris imape database [9] this fuzzification is inherent. There are
four main categories of factors leading to the fuzzification of
the two szcore distributions, firstly, the acquizition and
segmentation conditions, secondly, the feature encoding and
Feature matching conditons, thirdly, the different posture of
the eye relative 1o the camera, and Last but not least, the lact
that the laws of radial iris movement are, in fact, unknown,
and therefore, successful matching of two samples taken for
the same ins is far from being guaranteed when pupil 15
capturad at very different dilations in those two samples,

Easch time when the recognition system negotiates between
speed and accuracy, if a degree of imprecision 15 accepted as
& counterbalance for gaiming speed procesaing, fuzafication

Iris Codes Classification Using Discriminant and
Witness Directions
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of the two classes of scores is guarameesd. The same situation
occurs when the system is not endowed with suitable methods
enabling successful recognition of the same iz captured in
different acquizition conditions.

The fuzzification betwesn intra- and inter-class scores 15
usually (and  paradoxically)  expressed through a crisp
concept, namely the Equal Error Rate (EER, (2], [3]). The
existence of such a crisp peint was net confirmed in owr
previously undertaken inis recognifion tests ([3] - [5]). Indead,
it can be seen in the mentioned references (especially in Fig, 2
and Fig 3 from [3]) that EER point varies from one
recognition test o another and, i fact, the experimental
measuremant corresponding to the theoretical concept of EER
iz & fuzzy EER interval - & collection of recogition thresh-
alds for which it is very hard (or simply impossible) to say for
sure 10 they are recogiition scores rather than rejection scores
or vice-versa, It can be said that in the fuzzy EER interval, the
recopnition and rejection are fuzemy (vague [ imprecise [
almost [ quasi) equal probable. In the terms proposed and
discussed i [10], the fuzzy EER infersal (f-EER) 15 the
fgeometry  corresponding o the crsp (but  theoretical)
prototype EER. In terms of logic [6], f-EER. corresponds o a
third logical state ‘u’ (unprecizated and uncertain) of the
mometric system, different from ¢ (whch encodes an
impoaster pair of samples) and 1 (which encodes a genuine
pair of samples) Ttis shown in [3] (see Theorem 2 in [5]) that
the logic of such a system is induced by a Boolean alpebra of
modulo 8 intepars. Here in this paper we will further show
that despite being unprecizated and uncertain, the fuzzy EER
interval (F-EER) 15 not unprecisable, Defuzs fication of f-EER
will be achieved here by using an adequate neural network
support. In short, the theoretical cnsp prototype EER s
fuzzified inte f-EER by compressing uint® (8-bit unsigned
integer) iriz images a8 binary codes (which are therefore
imperfect and incomplete pieces of nformation, weakened
aligses of the onginal wmB codes m o space of binmy
matrices). This operation will be partially reversed by using
neural network support in order to recover digital identities as
neural memories from the avail gble inis codes.

A Terninology

In thiz section we aim to clarify the difference between an iris
caode and & aigital identity. An inis code 13 & binary matrix that
follows to be recognized (accepted or rgected) as being
representative for an fdent iy which 15 2 symbohe or numenc
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Abstrace-  This  paper  shows  that  maintaining  logical
consisteney of an iris recognition svetem is s matter of finding s
suitable  partitioning of the input space in enrallable  and
unenrollable pairs by pegotiating the user comfort and the safety
of the hiometric syvstem. In other words, consistent enrollment is
mandatery in order (o preserve system consistency, A Touzzy
F-valent dismmbiguated model of ids recognition is propased and
analyzed interms of completeness, consistency, user comfor and
bimetric safety, It is also shown here that the fueey 3-valent
madel of s recognition is hosted by oan Svalent Boolean
algebra of module 8 integers that represents the computational
formalization in which a hismetric system (a sofiware agent) can
achieve the artificial understanding of iris recognition in a
lgrically consisient manner,

L INTRODUCTION

Because the visual acuity of the human agent iz doubled by its
mtelligence — both of them together ensuring an excellent
quality in indentifying the (dislsimilaty of ins images, the
peometry that illustrates the binary decisions piven by the
human agent during & Turing test [11] of iris recognition is
very simple (Fig. |.a) it consists of one collection of crisp
points (0 and 1) and one histogram that counts how many
times a decision of umiary score (1 - B the case of similar
irides) or a null decision (0 - for the pairs of non-sinlar
irides) was given by the human agent. Snll, the geometry that
illustrates the fuzzy binary decisions given by a softwars
awent ([6]{8]) during a Turing test of ns recogmtion 15 not
that simple: in this case, the lueey bometne decisions given
by the software apent define (draw) a f-peometry [13] in
which the intra- and inter-class score distributions could be a
litle Wt confused (Fig Lo, Fig 28, Fig 2h), or confused
much stronger (Fig. Lb, Fig Lo n [6], Fig 100n [4]), or not
confused at all. (Fig. 1k from here, and Fig 40, Fig 4.b,
Fig 4.cin [&])

A Crsgp s Fuzzy Tris Recognition
In fact, Fig Lo illustrates that ins recogmition 15 crsp for a
human agent, and consequently, the recognition function R
(as it iz perceived by the human apent) is a cnsp indicator of
the imposter () and genuing (1) classes of inis pairs (F);
Bi--): P— {01},

In concordance wth the terminology introduced in [13], the
function B (Fig. La) will be referred to as the prototype
recognifion fumction and it s & crisp concept. The goal of
designing awtomated ins recognition systems is o find fuzzy
approsimations R for the prototype recognition function R,

8-Valent Fuzzy Logic for Iris Recognition and
Biometry
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a5 close s possible fo B Such an approximation f-B will be
further referred to & a fuz=y recogniion funciion, The fuzzy
approamations R obtainad by applying automated s
recopnition methods are of the same types as those presented
in Fig. 1.b (an excel lent approximation, [7]), Fig. 1.c, Fig. 2.a,
Fig. 2b (very good approximations, [8]), Fig 10 in [4] (good
approsimation), Fig 1 b - Fig Le and Fig, 4. - Fig. 4. in [6]
(zood approximations), where the marks (good, very good,
excellent) were given using as a reference the result obimined
in an approach considered nowadays as being the “state of the
art™ in iris recognition  (and  marked here sz “pood
approximation” [4]).

B. Why Crisp, Why Fuzzy?

In the case i which the recognition 5 made using artificial
apents and pood quality eve imapes, the fact that the
approxmations f-R depart from the prototype B (situation
ilustrated in Fig, b - Fig Lhe and Fig 4.2 - Fig 4.¢ from
[5] and in Fig, 10 from [4]) can not be caused by the lack of
visual souity of the system, but only by the less mtelligent
manner in which the system decides (understands) ins
aimilarity or dizsimilarity. Practically, the artificial agent
fuzzifies the prototype R and the separation between gemnine
and amposter score  distributions,  More  inadequate and
unintelligent the image processing is, much confusion i
intreduces in the biometric decision medel. There are twe
gignificant differences between the wavs in which the human
agent and software agent decide the similanty or dissimilanty
of two s images:

- Ordinary people are not aware of the numenical reality of an
imags but only of certain meanings “decoded” accordingly to
their experience from the chromatic variation capturad in the
imags, For the human agent the ins image 15 not & numencal
data but aset of complex knowladge about the ins texture and
the 1mage quality (given by the techmcal  scquisition
conditions and the posture in which the eve is captured). The
atmilar ty/dizzimilanity decision given by the human agent for
B par of ins images 15 based on ad-hoc techniques of
comparing two such sets of knowledge, techniques which are
adaptive in relation with the pair of 1mages malyzed.

- Anartificial agent makes the biemetric decizion using only
numerical support. From itz point of view, the iris image is
numerical data in the first place. Depending on  the
intelligence wath which it is endowed, the artihicial agent can
extract (artificial ) knowladge about the numerical data, which
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Abstract — This paper discusses some topics related o the
latest trends in the Tield of evolutionary approaches woiris
reconition, It presenis the resolis of an exploriory
experimental simolation whose goal was w analyee the
possibility  of establishing an Interchange  Protoool  for
Digital Identities evolved in different geographic locations
intercomnected through and inte an Intelligent Iris Verilier
Disiribuied Svsiem (IIVDS) based on o mali-enrosllment,
Finding a logeally consistent model Tor the Interchange
Prstocol is the key Gwwor in desiening the future Lrse-scale
iris hismet ric networks, Therefore, the logical maodel of such
a protocal is alse investicated here, Al tesis are maade on
Bath Iris Dutabase and prove that outstanding power of
discrimination  between  the intra-  and  the  inter-class
comparsons can e achieved by oan 1IVINYS, even when
procticing 527590082 inter-class and 1099 943 intra-class
compuarisans, Still, the test results confinm that inconsistent
enrollment can change the logic of recognition from a
Tuezilied 2-valent consistent legic of biometric certitudes o a
Tuzzificd 3-valent inconsisient possihilistic logie of hiometric
beliefs  justified  through  experimentally  determined
prohabilities, or to o fuzzified S-valent logic which is almeost
copsistind a8 a0 biomerric theory this quality  heing
counterbalaneed by an absslutely reasonable loss in the user
comfort level,

I INTRODUCTION

The evolutionary approach o ms recommnon [1] s a very
recent topic, indaed. The study of Consistent Biometry [1]
and the study concerning the logical comsistency of iris
recomnibon ([ 1], [2]) are also new research divections. All
ol these thres wpics came from o different perspactive ol
iz recognition, which 15 considered & pmblem of
computationz]  logic  and  artificial  intelligence,
hypostasis of the more general poobleny of logical and
intelligent understanding of data.

Daugman imtreduced the classical statistical perspective
of inz recogmition [4], [5] and many others [6]-[13]
followed his view, The difference between the classical
statstical decision landscape of ins recopnition and the
evolutionary model of inis recognition 15 explaimed in [1]

The present paper extends and uses the results
prevaously presented m [1], [2] and [3] by analyang the
possibilines of establishing an Interchange Prowocol T
Digital Identines evelved in different peopraphic locatons
interconnected through and mto an Intell gent Ins Ve fier
Distnbuted  System (HVDS) based on mult-enrollimeant.
The goal of such & study 15 finding a logically consistant
madel for the Interchange Protocol - the kev factor in
desigming the future largescale s hometne networks

Exploratory Simulation of an Intelligent Iris
Verifier Distributed System

N. Popescu-Bodorin®, Member IEEE and V.E. Balas™, Senior Member IEEE
* Artihcial Intell gence & Computational Loge Laborstory, Spdeu Harer University, Bucharest, Rondinia
T Faeulty of Engineering, Aurel Viaicu University, Arad, Romdniza
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A Terminology

An Imtelhgent Ins Venber (I0V, [1T])15 2 non-stationary,
complex, and logically selfaware [1]. [2] bometne
syatem  which  knows Cognitive Binary  Logic  [2].
Consistent Biomatry [1] and costom anthmene langusees,
all of thesa enabling 1w praserve 118 logical consistency
[f]. [2]. 1e o overcome the pressure of the new
enrollments through logical and mielhigent evolution [1]

The Intelli gent Iris Verilier Distribuied System (1IVDS,
M. Popescu-Bodoring consists in multiple instances of 1Y
systems [1] intercomected into a large star-network
topalogy that specilies the central wt (CU} and the
terminal stations.

A minimal theory “T7 of iris recognition consists in &
given vocsbulary VT of bimary s codes, the digital
identities, and a miven knowledee 'K about them (a
grammar) describing well-formed (legal and mesmingful}
computation with  elements of  wvocabulary: how o
computz digial wdentines from a siven number of binary
iris codes and how to 1235 the similarity batween the digital
identities and the binary iris codes:

T=1(V, K}

Enowing that ITVDS 15 an evolutionary system [ 1], we
zee that even a nunimal theory of ins recogmition reflects a
tynamic understanding of s woowmiton based on the
avallable  experience @ certmn moment U and
contimucusly  evolves under the pressure of the new
enrollments (the stress factor, [1])

Ty = (Ve K

A multi-enrol Iment scenario in ins recogmtion 15 that in
which a given number of hvpostaszes of the same inis taken
from the same person enroll in the system under the 1D
nuinbar of that person.

A positivenepaive identity claim iz something like
T e d 'mopet the user X7

The detmls sbout digital wdentnes, indraduoal evolution,
systemic evolution, peometrical mesning of evelving
digital identities and more can be found in [1].

Alsa, the lomeal landscape (the formal theory of binary
lome, Liar Paradox) inowihich  the present paper s
integrated is given in [1]. and [2].

I1. PROBLEM FORMULATION
Here in this paper we aim to analvze the following
SOETEr,
- Inoan VDS based on mwlu-enrollisent, the Central
Linit (CL) evelves (discovers) & logically  consistent
theory of s recogmbon, a5 descrbed i [1] (see Fig 3
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Chapter 19

Learning Iris Biometric Digital Identities for
Secure Authentication. A Neural-Evolutionary
Perspective Pioneering Intelligent Iris
Identification

M. Popescu-Bodorin Member, IEEE ad V. E. Balas Senior Member, IEEE

Abstract This chapter discusses the lakest rends in the field of evolutionary appro-
aches to iris recognition, approaches which are compatible with the task of muli-
enrollment in a biometric authentication system based on iris recognition, and which
are also able to ensure strong discrimination between the enrolled users. A new au-
thentication system based on supervised leaming of iris biometric identities is pro-
posed here. It is the first nenral-evolutionary approach toiris anthentication that pro-
ves an outstanding power of discrimination between the intra- and inter-class com-
parisons performed for the test database (Bath Iris Image Database). It is shown here
that when using digital identities evolved by alogical and inrelligenr artificial agent
iIntelligent Iris Verifier/Identifier) the separation between inter- and intra-class sco-
1es is s0 good that itensues absolure safery foravery large percent of accepis (97 %,
for example), ie. recognition is no longer a statistical event, or in other words, the
statistical aspect of iris recognition becomes residual while the logical binary aspect
prevails. In this way, iris recognition theory and practice advance from inconsisrenr
verification W0 consistent verification/identificarion,

19.1 Introduction

Mowadays, after years of important studies and contributions, such as those of Wil-
des [21] and Daugman [3. 5], or the newer developments undertaken at CASIA by
Ma er al. [10] and Tan er @l [20]. at the University of Bath by Monro er al [11, 12],
Rakshit and Monro [18, 19], at NIST by Grother er al [7] - who summarized the
evaluation of iris recognition technologies competing in Iris Challenge Evaluation

Micolaie Popescu-Bodorin
Artificial Intelligence and Computational Logic Laboratory, Depantment of Mathematics and Com-
puir Science. Spirn Haret University, Bucharest, Romania. e-mail bodofin@ eee. oy

Walentina E. Balas
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Comparing Haar-Hilbert and Log-Gabor Based Iris
Fncoders on Bath Iris Image Database

M. Popescu-Bodorin, Member, IEEE
Dept. of Math. & Computer Science, “Spiru Haret” Umiversity
Buchare st, Romina
hodorinigi ece.arg
Absirad- This papers introduces aonew Tamily of iris encoders
which wse Zadimensional Haar Wavelet Transform for nobse
attenuation, and Hilhert Transform to enesde the irs texture. In
wrider to prove the usefulness of the new Iy proposed iris encioading
appriach, the morgnition results obtained by using thes new
erciders are comparad o thase sbitained using the clssical Lag-
Gahor  irk  encoder. Twebe  tests  invelving  single/multi
carollment and conducted on Bath Iris lmage Database are
presented here. Qe of these tests achieves an Equal Error Rate
compariable w the lowest value reperted so far for this database
Mew Natlab tools for iris image processing are also released
taret e with this paper: o second version of the Circular Fuzey
Iris Sepmentater (CFIS2), a fast Log-Gabor encoder and twao
Haar-Hilbert hased encoders,

I INTRODUCTICH

Mowadays, it could appear the temptation to believe that
the iris recognition 15 a closed domain, bt it shouldn’t
happen this way hecause stll there are inanswered questions
i this domain: what role should play the concept of *fragile
Big" [1] in anis recognition? How many usefill species of
“iramite bits " exists? Aw the binary identities really stationary
over ime? How far goes the remplate aging [2] phenomenon?
Is it really necessary to take into account of faif-fo-enrndf
{FTE) and fai~to-aoguire {(FTA) rates [3] when comparing
inatching  algonthims? Is the iris fecopgnition really a
recaghition procedure or 15 just verficaiion? Let us take the
latter question for example: il two objects have {nearly) the
same shadow in a space of linary matrices, should we tell that
they maich each oiier in this particular sense, or should we
call them {nearly ) fdenif cal objecis’ Since the list of questions
does not end here, we [ind appropriste to continue our effort
in mlensing new ins recognition tools and making ins
recogmition dommn more accessible than at 15 today, hoping
that new and interesting answers and questions will arise soom
within the mszarch community .

A State of the art

Ther are many important contn butions that we wonld like
to mention here, S4ill, given the subject of our paper, we will
rely mostly on works related to the University of Bath fris
Image Database (UBITD, Two of the reference works on
LIBIID was undertaken in [4] and [5]. The values estimated in
these papers for the Fgual Errar Rare (EER) continue to be
the lowest announced so far for this database (1.2E-4 and
7.5E-5, mspectively). Both papers insist especially on the
accuracy of the segmentation. On the contrary, our appraach
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asswnes an inherent imprecision of the segmentation: the iris
15 comsidered to be a pupil-comcentric circular nng. The
question 15 if this rough approximation of the inis sull can
guarantee good recognition resulis.

On the other hand, one of the most comprehensive siudy
ever undertaken in irs recognition iz the so called "IREX [7
report [ 3] which is mainly an independent evaluation of the
main recognition  algorithms  available on the market of
bicmetric solutions. Since ow paper does nol take inlo
account for FTA and FTE rates, we will give a special
attention to the data mepoited in |3] for the fllowing
algorithms: SAGEM (Al AZ), COGENT (B1, BX) and
IRITECH (L1, 12} for which the FTA and FTE rates are both
nil. For these algorithms, the Grenmerafized False dccept Rave
(GFAR) and the Generalized False Refect Rove (GFRE) equal
the False Mawch Rate (FMR) and False Now-Maich Rate
(FMMR),  respectively  {see  Section 733 in 3]0
Consequently, the Receiver Operaiing Characieristic (ROC)
data reported for these al gonithms are indeed suitable For
comparative testing of algorithms despite the fact that this
report sometimes smd otherwise (see Figure 9 i [3]), and
despite the fact that, sometimes, GF AR and GFRR are used ns
ROC coordinates instead of FMRE and FNME. Alternatively,
some authors prefer to rename FMR and FNMR as Falve
Accept Rare (FAR) and Falve Reject Rase (FRR), while others
use the first set of names when talk abowt ins templates and
the second set when talk about persons, We belong in the
fiormer category: here FAR and FER have the same meaning
as FMR and FNMR, respectively. A very good image of the
state of the ant algonthms mentionzd above is given by the
data presented in Figure ¥ and Figure 11 from [3]. It can be
seen that the state of the an al gonthms of these days negotiate
susfem acepracy and user comjor in tenns of FAR (in range
af 107210} and FRR {in range of 0-3%). The question is if
the methods proposed here can lead to similar resulis.

Regarding the performance evaluation methodology, we
rely om Dangman's warks 6] and [7], but we also take into
account of the remark formul ated in Section 6.3 Do | 3] that
we [ully agree with: using decidability index as a measure of
the separation between pgenuine and imposter  score
distnbutions 15 appropriate when  the distnbubons  are
Momnal but is less relevant otherwise because it does nal
capture the Munctional fornn at the overlap™ of their tails.
Consequently, in order 1o preserve as much as possible the
normality of the impester score distibution, the (nmodified)
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RECENT ADVANCES in AUTOMATION & INFORMATION

Al Challenges in Iris Recognition.
Processing Tools for Bath Iris Image Database
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Abstraer: - The present paper aims to bring some interesting ins recognition related problems in attention of
the artificial intelligence research community and also to mark the release of the first publicly available set of
processing wools Cor University of Bath Iris Image Database (UBID), ools that can be used 10 generate 1est
data sets, without losing precious time. Mew recognition results for UBITD are also presented here,
Kev-Words: -iris recognition, University of Bath Tris Image Database

1 Introduction would like o refer to Bowyer et al. for a survey of

The present paper i5 a proposal writlen For artificial
intelligence rescarch community and it also aims to
be a fast introduction to some interesting research
subjects related 1o iris recognition,

The motivation behind this work is the belief
that the future major  improvements ino iris
recogniion will come from the feld of amfical
intelligence. As an argument, at least two sub-
problems  of iris  recognition,  namely  iris
seomentation  and  occlusion  removal,  are NP-
problems because thev are reducible to certain
Boolean satisfisbility problems posed in terms of
finding a particular spread of chromatic values in
relation to particular chromatic wradients (textures)
in their neighborhood. Therefore, it is very clear that
finding  simullanecusly  jasr and  aconrare
segmentation or occlusion removal procedures is
another fecet of the open problem P ows NP
Consequently, there are only two choices that could
cuarantee speed inoiris image processing moddel
simplificavion and hewristic algorithms, This facl
inevitably qualifies iris recognition as an inleresing
subiject of artificial intelligence.

We will also present here one of the best
recognition  results  announced  so far for the
Unmiversity of Bath Iris Image Database (UBID),
They are obiained by following a recently proposed
approsch 1o ins image processing ([1], [2] which
proves that unexplored  paths stll oexist inoinis
recognition, and by using a package of Matlak
processing  tools, futher referred 1o as the
Processing Toolbox for UBHD (PT-UBLD, [3]).
Toolbox release will take place simultansously with
the publication of this article,

Because of the limited space available here, we

IS8N; 1790-5117

itis recognition [4], rather than including our own
survey which would be neither shorter nor better,
There are also newer developments regarding the
concepls of fragile bits [3], (8] and template aging
[7]. We will also mention {in chronological order)
the pioneering works of Wildes [8] and Daugman
[2], iris recognition projects maintained a CASIA
[10], the studies undertaken by Monro [11], Iris
Challenge Evaluation (ICE)} and Iris Exchange
(IREX) projects conducted by NIST [12], and Moisy
Iris Challenge Evaluation (MNICE) projects managed
pv SOCLA Lab [13],

The second section of this paper describes the
mzin sub-problems of iris recognition. A first set of
nine artificial intelligence challenges is given here.
As oan example of heuristic  approach 1o s
recognition, & set of processing tools designed for
LB is further described in the third section which
also contains two of the latest results announced for
this database. The results of a test based on multi-
enrollment scenario are given in the fourth section,
Tris alignment challenge is formulated in the fifth
part of the paper.

2 Iris Recognition Sub-Problems
In brief, iris recognition is a succession of operations
designed 1o extiacl a binary s code (or, more
senerally, a feature vector) from an eve image.

A particular  acquisition  procedure could
require a special iris code extraction routine, but
usually, there are three main sub-problems of iris
recogmition: irs segmentation, iris binary encoding
for more general, iris texiure analvsis and features
encoding)  and s code  matching  (features

ISEN: 978-060-474-193-8
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Automatic Detection of Common Long-Term Monetary Policies on

Global Exchange Market Using Gabor Analytic Phase Binary Encoder
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Absiract

An application of Signal Processing o time
series data analysis s presented  here, Gabor
Analvtic Phase Binary Encodar [GAPBE) 15 usad
to retrieve the phase informaton from the long
time series of currency exchange rates. As a result,
a binary code 15 generated for each currency. Then
the (dis)similanty between the local trends of any
twor dilferent  currencies 15 expressed  through
Hamming distance. A commen policy for two
different currencies is found when the Hamming
distance between the binary codes representing the
twar siven currencies 15 sufficiently small, but oesct
interpretation of the similanity scores oblainad s
left to the specialists. And this s all from the
economist s point of view.

On the other hand, those interested in iris
recogmition should read this paper because the
same procedure can be wsed 1o encode images of
human s In this case it 15 worth 0 mve an
example of cheating iris recognition by finding two
different irides having too similar ins codes. From
this perspective, we show here that the exchange
markel provide us with such an countar-example in
which two different exchange rate varianon curves
are encoded as too similar binary codes.

1. Introduction

This paper mms to present an appheabion of
Sigmal Processing to time sencs data analysis,
Ewen if the examples here are based on ame
senes reflectng currency exchange mres, an
mformed reader wall be able o repheate the
results usmp other parpcular dam osers. IF
someone 13 mierested m aummane detecnon of
[dis)sumlarity berween the local trends of some
time serics, the approach presented  here s
suttable for achieving the goal, regardless the
particular natre of the dara. When the ome

Manuscripl accepted — March 04, 2010

senes contam the cumrency exchange mwes for a
long period of nme, the l.erLtrLt:,- between the
local trends of two dlfﬁ.n.m currencies 15 called
a Commyor (Shared [ Mimeré) Long-Terms Mowetary
Paliey (CLTCP). This paper shows how o
recopmze automatically such a pohey regardless
it it happens intentionally or not.
Gabor - Amlynic Phase  Binary
[(GAPBE) was nrq-_nmll:,- miroduced m [2] under
the name of Gabor Analyne Ins Texture Bmary
Encoder (GAITBE) and used to encode wmages
of human mdes as brnary s codes. As 15 shown
here, it can be also wsed to encode other signals
fexchange rate time series in this case) very
different from those for which w was origmlly
desymed, Thiz ® why, from now on, we will use
the mme of GAPBE wathout mentomng a
partcular  type of spnal  (ms exwre or
somethme  else). Some of ouwr  previously
pub“ﬁhr_,d papers [2-5] deseribe GAPBE and
how it was mitially vsed i s recognition,
Technical details and mathematical model of the
encoder can be found m the  references
mentiomed above, especally m [2]. For each
currency, GAPBE 15 used here 1o retneve the
phase mformanon from each exchange rare
varmtion curve (Figl) as a binary code. Then
the (disjsimilanty between the local teends of
.rl[l"| i l]lﬂ"t rent Curne [H'H.H I." (& T]]I."l S50 l] qu[]g
the Hammmy  distmee between the
correspondng by codes generted for those
currencies, A common policy for two different
cumrencies 15 smd to be found when  the
Hamming distance between the bnary codes
PEPICESE um:g the vamatons of the two pgren

Encoder

cumencies s sufficiently small, bur the exact
miterpretanon of the smul:.lnt_-r seores obtamed
here will be left to be refmed by the specahsts,
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Absrec—The relation between self owareness and intefigence
is an open problem these davs, Despite the fact that self awar ness
is usually related to Emorional Imelligence, this is not the case
here, The problem described in this paper 15 how to model an
agent which knews (Cognitive) Binary Logic and which is also
able to pass (without any mistake) a certain family of Turing
Tesiz designed to verdfy s knowledze and #s discourse about
the modal states of truth cormresponding to wdl-formed fornmulae
within the lsngusge of Propositio nsl Binary Logic.

I. INTRODUCTION

The rlation betwesn self awareness and inwelligence is an
open problam thess days. Despite the fact that self awamess
is vsually ralated to Emaotional Invelligence, this is not the case
herz. The problem described in this paper 1s how to model an
agent which Lmows (Cognitive) Bimary Logic [1] and which
is also able to pass (without any mistake) a certain family
of Turing Terts [2] designed to verify its knowledge and its
discourse about the modal states of truth [3] (necessary truth
- denoted ¢, contgxtual truth - dencted o, impossibly tuth /
necassary false / contradiction - denoted f. [1]) corrasponding
o well-formead formulae within the langnage of Propositional
Binary Logic (EFPL)

The context of this paper is given by [4] and [1]. More
precisaly, in order to improve a complex software platform
for iris recopnition [4]. an inference enging is neadad. The
computational model of this engine will be derived from Com-
putaticnal formalization of Cogitive Binary Logic (OCEL)
infroduced in [1]. First si2p in this direction is to extend
CCBL up o an inelligent agent enabled to pass some Turing
ests, and this is the subject of the presant paper

II. PREPARING FOR THE TURING TEST

In order to pass the Turing @st, the agent must have
comversational capacities. Let us assume that the agent gets
the input p which fooks like a well-formed formula of PBL.
An example of this kind is the Liar Paradox discussed in [1].
The problem is that a deductive discoursz [1] depands on the
given input sting but it also depends on the given goal which
Is obwious for a human agent, bt nof for a software agent.

In other wonds, for a softwar agent the input string p
can be translated into one of the following samences: °p is
(always) falsa”. “p is (always) true’, ‘p is 4 contextual truth®,
‘pis false and well-formed’. “p is true and well-fomed”. or
into ong of the following queries: ‘is it p a theoram?’, “is it p
a conmradiction?’, "Is it p a contexmal muth?.

STE-1-4244 T 51-0MOVER6.00 82010 IEEE

From Cognitive Binary Logic to Cognitive

Intelligent Agents

M. Popescu-Bodorin®, IEEE Member . and V.E. Balas*#, IEEE Senior Member
* Dept of Mathematics and Compuier Sciznce, “Spim Hart® Unive sity, Bucharest, Romania
## Faculty of Enginezring. ‘Aure]l Viaicn® University, Arad, Romania
bodorini@iess.onz, balas @drbalas.m

A, The copnitive dialect

The introduction of tvo = mantic markars dznoed (1 "and
§7)" is mandatory in order to differentiak tetwsen assertions
(affirmations) and quearies (questions), respactively, With these
notations, in the cognitive dialect, the daduc tive discourses are
derived from the deductive discourses written in CCBL by
adding (13" or (73" prefix toeach vertices.

The szcond reason for introducing these markers is that in
order to prove a certain degrae of s2If aw arengss, an agent must
be able to understand the diffzrence betwean the assertions like
‘T ask” and *Isay’ and also betwesn °T ask my=1f", *T sy to
myself" (*I found®, T proved’. ‘T know™), ‘T ask youlsomeone’,
‘T say to yowsomeaona',

When it comes to imagining a logical human-machine
dialog, the most important thing is that if the human t2lls
someathing to the agent, then what is told can be true or fal se,
but anvthing =aid by the agant must be mue (or elss, it is
inevitably that the agent is mconsisent and. sooner or later, it
will fail to pass a certain Turing &st).

Also, to keep the design of our agent as simple as possible,
we will corgider that all assertions are posive, Le, all of them
declare that something is true:

‘it is true that p°

(N:t—(pvf i1
of ‘itis true that p is falsa”,
(Nt =[lp— VA )
of ‘it is true that p is a contextual truth’;
(et —llee—p)v il 3)

By anal ogy. any query will ask for something tre:
‘i it p trua?”;

(1) :t—(pV f), @)
or ‘is it mue that p s fal=?":
(7t — e — Fiv il ()
of s it e that p is a contextual outh?;
(7t — [{eg —p)v f]. &)

The third convention allow s the agent to mani pulate all thrae
sates of modal truth vsing a purly binary vocabulary. We
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